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Introduction iE | After
: T4 1an al- owari 1 i for the
An algorith ed for the ninth century Persian mathematicia J Zmi, ig ne
n a gOI‘l m, nam ations, (‘l”lf‘l' by hand or more ,4‘” anguag

d to perfnrm some calcul
will refer algorithm
For instance

simply a set of rules use e cans B
on a machine. In this subject we
the computer for solution of a problem.
multiplication, division Or subtraction 1S il -
computations 1s a common practice. Even ancient Greek .m~

popularly known as Euclid’s algorithm for calculating the
¥ -
two numbers. m

D¢ LISECN

5 fo s r e ab-110H . 1 ¥F C I L L Ld
Basically algorithm is a finite set of instructions that can b,
e % : R OT\CC f algorithm. start our
task. In this chapter we will learn some basic concepts of algorit I 1T
< 5 - 1 for understandin ¢
discussion by understanding the notion of algorithm. And for unde -

write an algorithm we will discuss some examples.

as a Hu'?i\' d

[,!.“‘4,1r.:. o the .:‘__-:,, : "4
’

algorithm. US€ fOr Some

] v roy1r1 Y
1ised an dilg nis

E¥] What is an Algorithm 2 s 3 |

In this section we will first understand “What is algorithm?” and When it is
required ?”
—— RS

efinition of algorithm : The algorithm is defined as a collection of unambiguous
" instructions occurring in_some specific sequence’ and such an algorithm should

T rall

| =F————— ﬁ},/‘;—QW ;o . s T
| produce output for given set of input in finite amount of time.
| I S S - -

(a4

This definition of algorithm is represented in Fig. 1.2.1

Problem to be solved

\

Algorithm created for

performing particular
task

o

Correct result
v

Input
Computer . Output

‘ : Errors if any
Fig. 1.2.1 Notion of algorithm b )
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Basics of Algorithms and Mathematics

After understanding the problem statement we have to create an algorithm carefull
for the given problem. The algorithm is then converted into some programr;:ny
language and then given to some computing device (computer). The computer thef\
executes this algorithm which is actually submitted in the form of source program
During the process of execution it requires certain set of input. With the help r);‘
algorithm (in the form of program) and input set, the result is produced as an output. If
the given input is invalid then it should raise appropriate error message ; otherwise
correct result will be produced as an output. > AW

Properties of Algorithm

Simply writing the sequence of instructions as an algorithm is not sufficient to
accomplish certain task. It is necessary to have following properties associated with an

algorithm : )
& &3 P
1. Non-ambiguity : Each step in an algorithm should be non-ambiguous. That means

-

each instruction should be clear and precise. The instruction in an algorithm

s, ol T T
should not denote any conflicting meamﬁg\;. This property also indicate the
. ¢ . LGy O
effectiveness of algorithm. Noa=

2. Range of input : The range of input should be specified. This is because normally
the algorithm is input driven and if the range of the input is not been specified
then algorithm can go in an infinite state. [AUS

3. Multiplicity : The same algorithm can be represented in several different ways.

~/ —THat means we can write in simple English the sequence of instructions or we can
write it in the form of pseudo code. Similarly for solving the same problem we can

write several different algorithms. For instance : for searching a number from the

given list we can use sequential search or a binary search method. Here “searching

is a task and use of either a “sequential search method” or “binary search method” 1S
an algorithm.
eed : The algorithms are written using som Whi :
ﬁpbﬂfﬁ as logic of algorithm). But such algorithms should be officient and should
/ produce the output with fast speed.
. The algorithm should be finite. That means aft

t should terminate.

&éf‘

e specific ideas (which is popularly

Finit er pel'forn'zing
. ness
inite:

required operations 1
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ty and one cannot automate it. Byt

S ovical activi .
‘ IB g;:felc.es -nd using these strategies one can cre
ﬂteﬁnj of such design strategies is an important

e algorithms 7 _ ,.
j.afm creation of algorithms is to validate algorlthms.lThe proc-E?E"s 0t
m algorithm computes the correct answer for éll potc.s;ble .legal inputs

am validation. The purpose of validation of algorithm 1is to find whether

rks properly without being dependant upon programming languages. Onces

algorithm is done a program can be written using corresponding algorithm. ¥

e algorithms ?

\nalysis of algorithm is a task of determining how much computing time and
; sired by an algorithm. Analysis of algorithms is also called performance;
nalysis is based on mathematics. And a judgment is often needed about:

two algorithms get compared. The behaviour of algorithm in best#
d average case needs to be obtained.
L

st a program ?

algorithm it is necessary to test that the program written
hm behaves properly or not. Testing of a program is an activity

I3
)

"ri‘woi‘phases "i).debugging and ii) performance measuring
>H1E @ program, it is checked whether program produces faulty
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Basics of Algorithms and Mathematics
—— =

—

Algorithm heading
It consists of name of algorithm, problem
description, input and output,

Algorithm body
It consists of logical body of the algorithm
by making use of various programming
constructs and assignment statement

Fig. 1.2.2 Structure of algorithm

Let us llndt'!'sidnd some rules for v ritine 1

L. /\]g()l“i!hl‘n 1S a procedure consistir )1 body. The heading consists of
keyword Algorithm and nar f the al ‘ d parameter list. The Svatax is
2. Then in the heading sectio
//Problem Description
//Input :
//Output :
3. Then body of an algorithm is written, in which various programming constructs

. . . < : . Q . o . y AT HEo
like if, for, while or some assignment statements may be written.

1 1 . | m \ hra O
4. The CUI'H}"'UIH'ICI statements should be enclosed within { and } brackets.

wn

. Single line comments are written using // as beginning of comment.

6. The identifier should begin by letter and not by digit. An identifier can be a
combination of alphanumeric string.
It is not necessary to write data types explicitly for identifiers. It will be
represented by the context itself. Basic data types used are integer, ﬂo-fﬂ, char,
Boolean and so on. The pointer type is also used to point memory location. The
compound data type such as structure or record can also be used.

7. Using assignment operator ¢« an assignment statement can be given.
For instance :

~_ Variable ¢ expression
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] ign of Algorithms
Analysis and Design g ators such as true or fajg

h as Boolean oper
rclnlimml

ators suc u]‘u}l‘dl(!l‘?‘. such a

e
8. There are other types of Op¢ o o
Logical operators such as and, O
<r <=, >J >=, = x l‘l!'ﬂfl\(\lg "l ‘]‘7 I}\(\ IHdC}( (!f an-a

o 1 square _ .
stored with 1n SqUe = e used in algordil
| arrays €

9. The array indices are 0

i idimensiona
sually start at zero. The multidimensior
usually = 4

hc ‘ 1 ".,,,i-‘c
ino read anc ANT1LC.
. y 5 ne umnr, ICc
i i ‘Hng can bk dU
10 he mputtmg i'lﬂd tmtpuilu g Ce

For example :

write(”This messa

‘ .onsole”) ;
oe will be d]s‘pl&}ml on cons(
o

: ( ) ’ ! l .i‘T.u’\ 1'[] '-.() ( \\
a . e1-e15¢ are vy (LcE 1 )
11 T] '1]':[()11 1] jt_ C]ﬂL‘ﬂ tq Q ]Cl‘ 1 lt [l] 1 Ol t 1ICLLTK -

form :

if (condition) then statement

\ ce ctate el t
if (condition) then statement else statement

hen { and } sho be used
If the if-then statement is Of compound type then 1C

enclosing block.

12. while statement can be written as :

while (condition) do

{
statement 1
statement 2
statement n
} .
While the condition is true the block enclosed with { } gets executed otherwi

statement after } will be executed.
13. The general form for writing for loop is :

for variable « value, to value, do ‘
I |
statement 1
statement 2

statement n
} :

Here value, is initialization condition

and value  is
Sometime a keyword step is used to denote
variable. For example :

a terminating condition.

Increment or decrement the \-’ﬂlu,y

ECHNICA . /A
T [t PUBLICATIONS™. An up thrust for knowledae |
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for i<1 to n ste

{
Wri

}
14. The rep:
rep
un

15. The bre

to return contr

Note that

raer as

they

Example 1

Algorithm sun
//Problem Des
//sum of given
//Input : 1 ton
'/Output : The

result «

fori«1
res

return result
Example 2

Algorithm eve
//Problem Des
//mumber is ev
//Input : the n
//Output : Apy
if (val%2=0) tl
w1

else
Wi
Example 3
Algorithm sor
//Problem Des

//Input : An a
//is total numt




athemat,-%
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or falSQ
such as

rithm,

follow'm@

used fo

| otherwt

Analysis and Design of Alqorith
y g gorithms < e i _ Basics of Algorithms andg Mathemati
Y 'd Mathematics
for i1 to n step 1 o e Her : e d
{ ere variable i is incremented
Write (i) by 1 at each iteration

}

14. The repeat - until statement can be written as i

repeat
statement 1
statement 2

statement n
until (condition)

15. The break statement is used to exit from inner loop. The return statem

ent is used

to return control from one point to another. Generally used while exiting from function

Note that statements in an algorithm executes in sequential order i.e. in the same

184! LIC Oodlllc

order as they appear-one after the other.

Example 1 : Write an algorithm to count the sum of n numbers.

Algorithm sum (1, n)
//Problem Description : This algorithm is for finding the
//sum of given n numbers
//Input : 1 to n numbers
//Output : The sum of n numbers

result < 0

fori<— ltondoi«i+l

result < result+i
return result
Example 2 : Write an algorithm to check whether given number is even or odd.

Algorithm eventest (val) ‘
//Problem Description : This algorithm test whether given
//mumber is even or odd
//Input : the number to be tested i.e. val
//Output : Appropriate messages indicating even or oddness
if (val%2=0) then

write (“Given number is even”)
else

write(“Given number is odd")

Example 3 : Write an algorithm for sorting the elements.

Algorithm sort (a,n)

/1 Pr blem Description : sorting the elements in ascending order _ 1 e
. : An array a in which the elements are stored and n : __.I:éjﬁﬁ‘i:

otal number of elements in the array S AR ——

weALINIAAL BLDLIAATIANS . An un thrust for knowledga
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temp <« alil
ali] « alil
a[j] « temp

¥

} "

write (“List is sorted"”) _ _ |
Example 4 : Write an algorithm to find factorial

Algorithm fact (n) | : P
/iProblem Description : This algorithm finds the factoriai
//of given number n R
/finput : The number n of which the factorial is to be
//calculated.
//Output : factorial value of given n number.
if(n < 1) then

return 1
else

return n*fact(n - 1)

Example 5 : Write an algorithm to perform multiplication of two matrices.

Algorithm Mul(A,Bn)
//Problem Description : This algorithm is for ccmputing
//multiplication of two matrices
//Input : The two matrices A B and order of them as n
//Output : The multiplication result will be in matrix C
fori < 1tondo
forj < 1tondo
Clij]l « 0
for k < 1 tondo
Clij] < Cli,jl+Alik]B[k,j]

Example for Practice

Example 1.2.1: Design recursipe algorit

using the formulg 2" = on-1 + on-1

Review Questions

1. What is an algorithm ? Explain varioys properti
. e

2. Define the term - algorithm.

TECHNICAL PlLIAL 15 A v~ ™

hm  for computing 20

S of an algorithm,

of n number.
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Analysis and Design of Algorithms 1

Designing of an Algorithm |

In computer science, developing an algorithm is an art or a skill. And we can have
mastery on algorithm development process only when we folls
actual implementation of the program, designing an alg

ow certain method. Before
orithm is very important step.

Suppose, if we want to build a house we do not directly start constructing the house.
Instead we consult an archite t, we put our ideas and suggestions, accordingly he draws
a plan of the house, and he discusses

vith us. If we have some suggestion, the
architect notes it down and makes the necessary changes accordingly in the plan. This
process continues till we are hap; Fina the blue print of house gets ready. Once
design process is over actual « becomes very easy and
systematic for construction of mwle. vouswill findktha iR
designing is just a paper w« : it some changes to be done
then those can be eas T itisfactory design the
construction activities
If we could follow > and analyzing the
algorithm then we ca : d\.ﬂ,. et
us list the “What are the steps that need to be followed ? hile designing an
algorithm.
| ‘ !’
P & o hii |
Decision making of
e Capabilites of compulationa
[~ Jesslectoxacilappn
‘ | ¢ Data structures
| e Algorithmic strategies
| <specification of algorithm 1 L s e |
e Design of algorithm
|
—
L Verification
Analysis e
& Coding

Fia. 1.3.1 Algorithm design stepif/
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Analysis and Design of Algorithms

These steps are -

il Undersrtanggng the problem.

B A
2. Decision making on,

—

a. Capabilities of computational devices

: .m solving method.
b. Choice for either exact or approximate problem s¢
c. Data structures.
d. Algorithmic strategies.
3. Specification of algorithm.
—
4. Algorithmic verification.
5. Analysis of algorithm.
. p—
6. Implementation or coding of algorithm

Let us now discuss each step in detail

1. Understanding the problem

i o0 "! m
This is the very first step in designing of algorithm

| Whil Iino ho . .
to understand the problem statement completely. Whil ng the problem
statements, read the problem description carefully and asl tor clarifying the
doubts about the problem. But there are some types of are commonly

occurring and to solve such problems there are typical algorit vhich are already
available. Hence if the given problem is a
existing algorithms as a solution to that problem can be used
existing algorithm it is necessary to find its strength and

efficiency, memory utilization). But it is very r

common type of blem, then already

After applying such an
weakness (For example,

are to have such a

ready-made algorithm.
Normally you have to design an algorithm on your ow

n.

After carefully understanding the problem stateme
inputs for solving that problem. The
problem. It is very important to deci
of algorithm get fixed. The

nts find out what
input to the algorithm is called instance of the
de the fange of inputs so th
algorithm should work corre

This step is an Important step
skipped at all.

are the necessary

at the boundary values
ctly for all valid inputs.

and in algorithmjc solving

and it should not bé

2. Decision making

After finding the required input se
input and need to decide certain ssues sych as ¢
whether to use exact or approximate Problem sgy,
used, and to find the algorithmic technique o, .
S€rves as a base for the actual design of algorithyy

TECHNICAL PUBLICATIONS™.
An up thrygt for kﬂOWIBdge

t for the given problem we have to analyze the

apabilities of computational device
ing,

OIVing the given problem. This stef
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There are ce
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fficient.

b. Choice for

The next imp
I' approximatels
Igorithm. Other
en 1n that sityz
f approximation
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Data structure
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plementation o
ructure,

d. Algorithmi,
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Basics of Algorithms and Mathematics

a. Capabilities of computaticnal devices

It is necessary to know the computational capabilities of devices on which the
algorithm will be running. Globally we can classify an algorithm from execution point of
view as sequential algorithm and parallel algorithm. The sequential algorithm
specifically runs on the machine in which the instructions are executed ,H sfior
another. Such a machine is called as Random Access Machine (RAM)
algorithms are run on the machine in which the instructions are ¢

There are certain complex problems which require huge amou
problems for which execution time is an important factor. For sol ems
is essential to have proper choice of a computational device which is space and time
efficient.

b. Choice for either exact or approximate problem solving method

The next important decision is to decide whether the problem is to be sol
or approximately. If the problem needs to be solved correctly then we need exact
algorithm. Otherwise if the problem is so complex that we won't get the exact so

then in that situation we need to choose approximation algorithm. The typical example

ced of approximation algorithm is travelling Salesperson Problem.
16::; c. Data structures
nly Data structure and algorithm work t*ogethc_r and these are interdependent. Hence
ady choice of proper data structure is requilred before dgigning the actual ‘H
ady implementation of algorithm (program) 1s possible with the help of algorithm and data
1 an structure.
ple, d. Algorithmic strategies
thm. Algorithmic strategies is a general approach by which many problems can be solved

algorithmically. These problems may belong to different areas of computing. \lgorithmic
ssary strategies are also called as algorithmic techniques or algorithmic paradigm
f the  Algorithm Design Techniques -
aluies o Brute force : This is straightforward technique w ith naive approach

o Divide-and-conguer : The problem is divided into smaller instances
ot be i Dyn;:;nic ”progranuning . The results of smaller, reoccurring instances are
obtained to solve the problem.
° Greedy technique : To solve the problem locally optimal decisions are made.

Lo the © Back tracking : This method is b'asur‘i on the ll"idl and m,..l.n.r' lf we want to solve
Ze. s, some problem then desired solution is chosen from the finite set S. |
L‘—:V:)C(:c’ez In this subject, we will discuss these algorithmic strategies and see bl“*' :ﬁ;
5 tstep.i-ertain problems using these strategies. Various algorithmic strategies are ¢
iS5 e
' /J : TECHNICAL PUBLICATIONS" - An up thrust for knowledge
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- o o at the Pe 1 thon that proble
according the design idea th . _+tino solved then that problem be]”ngs;
desig‘-n idea the Pal-ﬁcular prnblem 1S geEtlltiE 1
corresponding algorithmic strategy-

3, Specification of algorithm
There are various ways by WICth #vE =50 =2
> Using natural Ietig=es=
Alaornithm ——— :f--:-_:: coge
e ~_
T~ Elo -
! S e o denemthm ncine natural language. But many fip

It is very simple to specily an algorithm & 2 & i
specification of algorithm by using guage 1S a there by we g
brief specification.

For example : wrife an algo

Step 1 : Read the first number say a

Step 2 : Read the second number say b

Step 3 : Add the two numbers and store the res

Step 4 : Display the result

Such a specification creates difficulty while actua ylementing it. Hence mal
programmers prefer to have specificatior o = seudo ol

seuao code 1s nothing but a comt 1\t = - nouace and ot
3 o e - L= Ulad s C alil LU 1 Qiiiiss
language constructs. A pscudo code is usual more precise than a natiral laneuag

For example : Write an alorithm for perf ‘ ; y*

Algorithm sum(a,b)

//Problem Description This algorithm performs addition of
//two integers T
//Input : two integers a and b
//Output : addition of
c«a+b

write (c)

two integers

This specification is S .
pecification 1s more useful from implementat; s
: atlon point of view
Another way of representi y PR
- sen a :
h F ting the algorithm js

: o i : b
representation of an algorithm, Typical o by flowchart. Flowchart is @ grap

Dl = :
ols used in flowchart are -

TECHNICAL PUBLICATIONS™.

a_
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9o 0 0-6

For example

Start state

.@F\\S\

Transition <~ %

Processing or assignment statements

Input-output statement

Conditional statement

Stop state

Erpm—

Y

Input the
value of a

Input the
value of

c=atb

\i

Display the
value of ¢

=

-

weALNIAAL DLIRLICATIONS - An up thrust for knowledge

Scanned with CamScanner



Basics of Algorithms and Mathematjcg

1-14
Analysis and Design of Algorithms

an algorithm. After specifying
normally check whether the
me for a valid set of input. The
times. A common method of
induction. But to show
t for one instance of

4. Algorithmic veriﬁcati{t;r,l _u\)tbw*@

Algorithmic verification means che'ckmg o
we go for checking 1ts correctness :
ite amount of
x some

correctness of
We
an algorithm ‘
algorithm gives correct output in fin s,
proof of correctness of an algorithm Cal? e 5 mathematical
proving the correctness of an algorithm 15 by using

show that at leas
that an algorithm works incorrectly we have to sh

valid input the algorithm gives Wrong result.

i ithm -
5. Analysis of algonz|>\m G il

owing factors -
While analyzing an algorithm we s &

hould consider foll

« Time efficiency of an algorithm

e Space efficiency of an algorithm

. S—irr[biicit}f of an algorithm

e Generality of an algorithm

¢ Range of input.

Time complexity of an algorithm means the amount of time taken by an algorithm to
run. By computing time complexity we come to know whether the algorithm is slow or
fast.

Space complexity of an algorithm means the amount of space (memory) taken by an
O 20

algorithm. By computing space complexity we can analyx_c—i{\ihctlwr an algorithm

requires more or less space.

Simplicity is of an algorithm means generating sequence of instructions which are
easy to understand. This is an important characteristic of an algorithm because simple
algorithms can be understood quickly and one can then write simpler programs for such
algorithm's. While simplifying an algorithm we have to compute akm-' predefim?d
cornp‘utahons or som‘e complex mathematical derivation. Finding oué bugs from
algorithms or debugging the program becomes e = ’
Sometimes simpler algorithms are more efficient th
always possible that the algorithm is simple.

asy when an algorithm is simple:
an complex algorithms. But it 1 not

Generality sometimes it becomes easier tq design
rather than designing it for particular set of ingut

roots of quadratic equations can not pe designed
ed to

T\

ECHNICAL PUB I
LICATIONS™. An up thrust for know/ed,
ge

Scanned with CamScanner

an algorithm in more general way

: . Hence : eral
F e we should write gen

21 gm;thm.s alv;:g Z Ziﬁi\xals;\ple’ designing an algorithm for findin OLLSC];Wof 'IEY g
umper: . c

3 e S lsdn“: deslii?P ; g than .that of particular two values. But : i .+ is not atd
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AR,

131

algorithm

efficient ?
is its use !
Solution : Al

Correctnes

An abstrac
the abstract
things. Henc

implementatit

1. What ¢

2. What

strateg

3. Explai
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|
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‘the elements
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ange of i comes | : ‘

Rang inputs comes in picture when we execute an algorithm. The design of

: 5 : - . : 3 . ACE an
algorithm should be such that it should handle the range of input which is the T
natural to corresponding problem. e

alvsis of als A . e Y

Analysis of algorithm means checking the characteristics such as : time complexity
- - 3yl - - | 7

space comj lexity, simplicity, generality and range of input. If these factors are not

satisfactory then we must redesign the algorithm.

6. Implementation of algorithm

The implement: f an ale S | ‘
plementation of an algorithm is done by suitable programming language. For
" 2 a1l ale { O - { B i 1 l
examj le, if an algorithm consists of objects and related methods then it will be better to
implement such algorithm usi yme object oriented programming language like C+4
or JAVA While writing a pi1 ral FOT ' g orithm it is essential to write an
optimized code. This v {
oy T , -
Elm 3.1 Rl ok for in a good computer
. ? Ao ) A :
algorithm 2 Wh < When an algorithm is said to
effictent 7 Can an tract ' * If yes, how ? If not, what
is its use ? ! arks 6 |
Solution : Algorithm and its feature nd 1.2.1

Correctness and efficiency

An abstract algoritl ‘ nted direct [his kind of algorithm gives
the abstract view ol { plemented. It does not specify how to do the
things. Hence abstract algortiu nlv useful for knowing the structure of the
lIH]\!('IHU]ll;iil\lII, and not the actual 1mpleii ntaton

-
llowed while designing an algorithm ?

by the term algorithmic strategie: ? Name some commonly used

2 k\'! 1 ) ( ¢ er { /
strategies
3 Explain the concept of pseuao code with some exampie.
T ] i A S e
4. Define the terms - 1) 11 complexity and ii) Space complexity

m Mathematics for Algorithmic Sets
5N MAMemAartS .

Set is defined as collection of objects. These objects are called elements of th
hin curly brackets {' and '} and every element 15 sep
i - 1 L] - n
t A then we say that acA and if @ 18 not a

e

TECHNICAL PUBLICATIONS - An up thrust for knowledge

e set. All
: arated
the elements are enclosed wit
by commas. If 'a’ is an element of se
element of A then we say that a & A.
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<ot can be reprcacnte using ¢ Equal set :
: b capital jetter. The set C & threg et
Typically set 15 denoted by a ,
methods. For exar
1) Listing method (1, :
The elements are listed in the set. el A| der
v than O. nemn, SRR
For example : A set of clement which are less th Bor ol
A= {Otll 2! 3’ 4}
2) Describing properties
The properties of elements of a set define the set. 1.4.1 Ko
: RIS RIS
For example : A set of yowels. Hence here vowel is a property of the set which
defines the set as : SR
AN lia ve, 1, O u}
3) Recursion method N
The recursion occurs to define the elements of the set.
For example : A = { x|x is square of n} where n < 10. \
This defines the set as : N A~
A= 101,14, 9,16,..... 100}
Subse; : The subset A is called subset of set B if every element of set A is present in &
set B but reverse is not true. It is denoted b {
i y A C B. For example A = {1, 2 3) and
B={12345 Y &
{ } then A C B. -
Empty set : The set having no element in it i
ent 1n it is calle P : :
% A = {} and it can be written as ¢(phi). alled empty set. It is denoted by
Null string : The null element is denoted by € or A cl |
1v) A iS

Power set : The pow : )
power set is a set of all the subsets of it 1
S S elements.

For example : A= {1, 2, 3}
For exa

Then power set : Q = {¢, |
The number of elements ' el 2:3) e
o e 7 are always equal to o0
orlglna] set. As In there are 3 elementq Th Where n is number of elementﬁ
S. Theref

B : i
23 = 8 elements Ore in power set Q there aré

' then
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o Equal set : The -two sets are said to be equal (A = B) if A c B and B C A ie. every
element of set A is an element of B and every element of B is an element of A,
For example :
A=1{1,2 3} and B = {1, 2, 3} then A = B.
| A| denotes the length of set A. i.e. number of elements in set A.
For example : If
A = {1,2 3,45} then
(AN =5
EREN Operations on Set
ich
Various operations that can be carried out on set are -
i) Union ii) Intersection
iii) Difference iv) Complement.
i) A U B is union operation - If
A= 1,2, 3] Be= {1, 2,4} then
AUB = {1, 2, 3, 4} i.e. combination of both the sets.
ii) A N B is intersection operation - [f
A = {1,2,3} and B = {2, 3,4} then
] A nB = {2, 3} ie. collection of common elements from both
A% the sets.
d 7
iii) A — B is the difference operation - If
A = {1,2,3} and B = {2, 3,4} then
A -B = {1} ie. elements which are there in set A but not
s o in set B.
iv) A is a complement operation - If
A = U-A where U is a universal set.
For example :
If U = {10, 20, 30, 40, 50}
ats i A = {10, 20}
then A =U-A

Analysis and Design of Algorithms 1-17 Basics of Algorithms and Mathematics

{30, 40, 50}

TECHNICAL PUBLICATIONS™- An up thrust for knowledge
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Cartesian Product of Two Sets

and B is a set of

t of two sets A

cartesian produc ]
The P and WhOSC se

first component is member of A
cartesian product is denoted by A x B.

AxB = {{ab}| a€ A and b e B}
For example : Let A = {a, bl and B=10,12)

then the cartesian product of A and B is,

|
AxB = {(0), (al) (a,2), (b,0), (b,1), (b,2);

Cardinality of Sets

The cardinality of the set is nothing but the numbe

Fig. 1.4.1 Cardinality of two sets

These sets A; and A, have the same cardinality
elements of A; and A,. The different cardin
many, many to one, many to many.

Sequence

The sequence means ordering of the

: elements
instance : of the

{0,2,4,6,8) is a sequence wh

ERE Tuple

An ordered pair of n elements is called tupl
e.

ich denotes the even numbers.

For example :
{10, 20} is a 2-tuple of pair
{10, 20, 30} is 3-tuple.

.....—-———-"‘"—"‘»\_\

TECHNICAL PLIRt 1 . —
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all pnssiblv ordered pairs Wh-

cond component is member of B,

as there is one to one Iﬂ'ﬂppiﬂg of th

alities of set can be - one to one, onel

set In some specific manner: Fi

Analysi

Fu
functic
functic

A f

to X ct

al

If set [
D = {1,
The fu

For ex:

Then tl

If w
F =
Thus



3 . ; 5

. Analysis and Design of Algorithms 1-19 Basics of Algorithms and Mathematics
Review Questions

A -

o 1. Define the terms - i) Subset ii) Empty set iii) Power set iv) Tuple.

2. Explain four operations that can be performed on set.

3. What is cardinality of set ?

EE3 Functions and Relations

Functions

Function can be defined as the relationship| between two sets! That means using

function we can map one element of one set to some other element of another set. A
function is a relation but a relation is not necessarily a function.

A function can be denoted using a letter f. If f(x) = x” then we say that f of x equals
to x cube, then we can have,

R@2)e=. 8

f(B)T=""125

f(-1) = -1
and so on.

m Basic Terminologies

the IF D is a set then we can define function as,
gl

. 10 (D) = {f()|xeD}
If we map some element to some other element then it can be denoted as ,
f:D —> R ie. X — X
Fol If set D consists of all the real number then
NN ... } is a domain.

The functions are denoted in terms of its mappings.

For example Let, D = (1, 2, 3, 4} and f(x) = s

[ e

Then the range of f will be R = (£(),f(@2),f@),f¢#}
={1,8 27, 64}
If we Itré.ke”Cartesian product of D and R then we obtain

F={(@ 1), (@2 8), 3 27), 464}

; : : ain and range:
Thus a function can be represented using Cartesian product of its dom
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main and range

q relation. Is this relation a f“”Cﬁon“'l‘

Find the d of the followin
ind the do

12,9, (3,19, (4,21}

Solution : In above give
Hence all the x values deno

(2,3 4)
(9, 14,21}

and y pair to get the
1ds true for all the X

certain XS and y's is a relatig

.y between
hip note range. Therefora .

all the ¥ values de

n set a relations
te the domain and

Domain

Range . ; i
relationship- Note that, if x =2 thep

We can observe the X nd y pair in given set. Hence we

Analysis and Des

Jx means

This quant

For exam

prr)porti(mai

e B(x) is

e The un

Rel

y=x2+5=(2)2+5:9Th15h0 :
can define a relation as a function as f(x) = x" + 5 Relationsh
: RO Jne object cz
m Determine the domain of the given function : it l_ C
bjects rorm .
DA g 2y N
o x*+x-5 Definitior
x2 +3x-10 elements.
Solution : Here domain means all the values of x that are allowed to take. For this For exam
function, the only care that has to be taken is that, the function should not produce -ormponent o
divide by zero error. If the denominator equals to zero, then divide by zero error - h Dair is ¢
occur, hence
Properties of
x2 +3x-10 = 0 \ ol
\ relation
(x+5) (x=2) = 0 Reflexi
x=—5 or x=2 Irreflex
Hence domain will be Transit
all those values of x that are not equal to — 5 or 2. !
¢ Quantifiers : 4. Symme
Quantifiers - In predicate logic th ifian 3 5. Asy
e 1 . - -~ SYIII
& quantifier is a kind of operator which 1s used 0 '

determine the quantity.
There are two types of quantifiers -
Universal quantifier and extential quantifier

Universal Quantifier - Any quantifier that st

1 . ar 1 "n T . . g i
means for all x. This quantifier is used as ts with "V" is universal quantlfler. VA

a prefix to ; .
For example : VxBx means for all x, By 0 a predicate.

For example : "All girls are intellipens
ent"
form as Vx B(x) where EEL o
e B(x) is the predicate denoting x ig ;
S mtenlgent N |

e The universe of discourse is only po

Extential Quantifier - Any quantifiey Pulated by girls.

3" is an extential quantifief' .

TECHNICAL PUBLICATIQNg™ A
T AN UD thrries =
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Suppose R
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Jx means there exists an x such that ...
This quantifier is used as a prefix to a predicate.

For example : " Some cars are red in color" could be transformed into the
proportional form an 3x B(x) where

e B (x) is the predicate denoting x is red in colour

¢ The universe of discourse is populated by cars of various colours.

EFEFA Relations

Relationship is a major aspect between two objects, even this is true in our real life.

One object can be related with the other object by a ‘mother of' relation. [hen those two
nh]vcls form a pair based on this certain relation “i‘

Definition : The relation R is a collection for the set Scwhich represents the pair of
elements.

For CX.‘In]plt‘ + (a, b) is In R. Wi rocent their relation as a R b. The first
component of each pair is choser ( {omai nd second component of

each pair 1s chosen from a set

Properties of Relations

A relation R on set S 15,

1. Reflexive if iRi for all 1 11
2. Irreflexive if iRi is false for all 1 11
3. Transitive if iRj and jRk imply iRl

4. Symmetric if iR] implies jRi

5. Asymmetric if iR implies that jRi is false

Every asymmetric relation must be irreflexive.

For example : If A={a b] then
Reflexive relation R can be = { (2, a), (b, b) |
Irreflexive relation R can be = { (4, b) }
Transitive relation R can be = { (a, b), (b, a), (a, a) }
Symmetric relation R can be = { (4, b), (b, a) }

& Asymmetric relation R can be = { (g, b) }

i
Equivalent Relation ﬂf
e metric and

e

A relation is said to be equivalence relation if it is reflexive, sym

transitive, over some set S.

Suppose R is a set of relations and S is the set of elemerL//
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ane
lines in @ pl

For example : 5 15 the set of

3y the |'l‘.‘...\ L ol [l'“lb “ter .
1 K 1S 8 Lo W
and

Analysis and Design of Algc

Zero vector :

her o A‘_\ = (a1, ¢ ¢
to each other. Jence relation © not whe Le (ay,ay,:
. - - 'r!“ s ol
Example 1.5.3 JRALUERE whether R is equioace 1 1), (2,2, (2 vector.
X e () y \imp
= { (0, 0), (1, U} o
A={012}) R= { s MheR Addition of two vect
2 r ve | -;l‘\t‘lh',‘.‘!“l L) . .
Solution : The R 1s reflexive becau - ————
Where as R is not symmetric because (Y he same. The sum
lence relati rom A and B.
Hence the R is not a equivalenct
A+ B (a
Closures of Relations | A
Sometimes when the relation K !
s ik ultiplication of vect
By adding some pairs we Bl
e: " By multiplying eac
For example @ Let (@1 L
! WEAEEY [ ot k be a scalar tl
Now this relatior
is not there in R s0 wt k. A k
[ (@, a), (b, b k.
We can even define retiex milarly, A (
Iso, k(A +B) k,
Review Questions
ot product :
1. What ts relat [he dot product
2. Explain the term quant 15, Mark (by, by, by, by
3. Explain the concept AB g
4. Groe varnious properti 1
:ngth of a vector :
m Vectors | i
ength or norm
A vector A 1s a collection of n tuples
‘ A |l
For example A=(a;,a,s,a- |
. V
where a; are called the components of A -
Matrices
Equal vectors :
- In mathematics, ar
If there exists two vectors namely, A and B .- ontain
. - If both the ector con .
number of components and if corresponding com e ol _1 For Example :
AT IETIES are equal then Ve .
i.e. vector A and B are equal. : l
A=
l

""Wﬂﬂfuw

Scanned with CamScanner



Basics of Algorithms aned Mathematics

ecﬁng-'i p— -

Zero vector :
% | Let A =(aj,az,a3, ... ,ay) be a vector and if a; = 0 then vector A is called Zeto
f vector.
Addition of two vectors :

For addition of two vectors, the number of components in both the vectores must be
the same. The sum A + B is a vector obtained bv adding corresponding component
from A and B.

A+ B = (al,az,....,an) "—“(b],b:,b; ....,br,l

(a1+lﬂz,a3+b3,a1+b;,‘.._, a.+ b.)

Multiplication of vector by scalar :
By multiplying each component of vector by a scalar the product is obtained
t (a, o) Let k be a scalar then the product can be

k-A = k(al,az,....an)

Il
-
-

Similarly, -A = (-DA and A-B=A+(-B)
Also, k(A +B) = kA + kB where A and B are vectors.

Dot product :

e ]
@ | The dot product or inner product of vectors A = (a3, ap,a3....,a,) and
m |B =(by,b,,b3....,b,) is denoted by A-B. It can be defined as follows -

‘ 27 3 -

. AB = a;b; +asby +azbs + ...+a, by,

— Length of a vector :

A length or norm of the vector, A is denoted by | | A ||.Itis
"y \."JA 'Aw__
o~ ——————
yai ta; t..taq

Matrices

In mathematics, an array is rectangular representation of numbers.
- Saﬂl
i B For Example :
T
11 12 13

i 7

A a reminiAal BDUDLIAATIOMS”  An un thniet inr bnnwdadoe
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esis instead of box brackets, |

Ip of parenth |
the help Of P '3) Square Matrix

Alternate representation i with

41 1213 If the number
=g 7.5 that the matrix is
15 20 25

'ZEW Operatio

I in a matrix are called rows and vertical lines are call

. : : = - .

g I trix are called entries Or elements of matrix. Variousi oL
i matrix a c

columns. The number in the

d with m rows and n columns. It is denotedy 1. Addition

The size of the matrix can be specitie : |
2 C - 1mens1ons. €
m % n or m-by-n, where m and n are called its ¢ -

Let, A and B
th one column is cafatrices will be ac

Row vector and column vector

i is calle 1 vector ¢ matrix
A matrix with one row 1s called row vector nd

For example :
column vector. P

‘llﬁ

A =
[10 20 30] 3 112 |
™ |
Row vector\ 113 | . #
Column vector
Bii=
Basic Terminologies
1) Zero Matrix :
A zero matrix is a matrix with all its entries being zero A+ B =
0 0]
For example : 05, =
K 00

J
) Multiplication of

2) Identify Matrix : For multiplicatic

The identity matrix or unit matrix of size
main diagonal, and zero's elsewhere.

on fatrix. That means

N 1S a square matrix having ones :
ze. Then the size

The identity matrix is denoted by 1. For example :
For example :
A =
I = ], ) -
1 e 0 1:\:13 =10 1 0
A | B =
If we multiply any matrix A by ;.0
m
matrix A. atrix then the resultant matrix 18 the

| The multiplicatior

TECHNICAL PUBUQA-n =4
ONS™.
AN UD thries o
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3) Square Matrix :

If the number of rows and numbe

r of columns of any maltrix
that the matrix is square matrix.

are same then we say

e cally Operations on Matrix

Various operations that can be performed on m

atrix are -
Noted a4 1. Addition 2. Multiplication 3. Transpose
1) Addition of two matrices
Let, A and B are the two matrices of same size. Then the addition of these two

1 is callg matrices will be addition of each corresponding element.
For example :

411 ajp apg

A = lay ay ap

d3] dadjzy aass

bll bl: blwr]
B - b'!] b:: bz‘\)
b3; bz bas

[aq; +by; agp + by agg + bys
A+B = 32]+b21 022 +sz (]2:‘} + b:;

331 +b31 a 3p + bw‘z asgg er:“

2) Multiplication of two matrices

For multiplication of two matrices, width of first matrix equals to height of second
fh matrix. That means a matrix A with m X n can be multiplied with matrix B having n X p
x'S 0!‘1 i ‘ oy
+ size. Then the size of resultant matrix is m X p.

For example :

2
A= 3 4
_5 6 3x2

RE=

(10 11 12]
255

g 13 14 15
is the. 2 ivlvi lumn.
s The multiplication A x B can be done by multiplying a row by a co
QR
/ TECHNICAL PUBLICATIONS"- An un thrust for knowledge
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Analysis and De
s :’.’5
1%10+2%*13 1%11+2*14 1%12+2*1
x14 3*12+4*15 . THtl
AxB = |3%10+4%*13 3x11+4*14 < e a
5x10+6%*13 5%11+6+%14 5%12+6%15 a“
21
3 39 42 7
128 139 150 “ag
HIOW g]_;)a
Note that the size of resultant matrix is 3X I1%2x3 = 3x3

For any twi
Properties of matrix multiplication aer
Let, A, B and C are the matrices and k is the scalar then,
1. A(B+C) = AB + AC
2. B+C)A = BA +CA
A ik &E Linear
4 k(AB) = A (kB)

In mathemat

3) Transpose of matrix

For example
The transpose of matrix A is obtained by interchanging row and column.

transposed matrix is denoted by AT If matrix A is of size m x n then AT isnxm &m Solutio

For example : The salitind

10 20 :
The solution to
If A = |30 40| then, B
s 3x+7 <10, the
above given ineg
AT 10 30 50
= o The solution to |

3x+7y -5 <
true. The solution

Determinant of Matrix

The determinant of matrix A is 4 S

: pecific Number, It i de od by |A| he salios S

e The determinant of order one matrix ig $ denoted by |A|. 3x2p o Te s

lagy| = ayy Tue. The solution

e The determinant of order twq Matrix i m Solutio
] e, |

Propertie
1. If xsy and

TEGHNICAL PUBLic 7y p cn
i, UD thries = .
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¢ The determinant of order three matrix is
Q11 Ap agy
421 Qa3 an
d31 azx ags
=ap(apnag~azas)-a 12 (

a:I a 7‘3 —a 21 a 1])'L d | 3 ((]2] d "J dnn 4 11)

Following is an important property of determinant function
For any two n square matrices A and B
det (AB) = det (A)- det (B)"

=

‘Review Question

1. Explain the method of obtaining the determinant of matrix.

m Linear Inequalities

In mathematics, linear inequality is a statement containing <, >, <= or >=

For example : x+y > 14 is a linear inequality.

REEN Solution to Linear Inequality

The solution of linear inequality is based on number of variables.

The solution to one variable inequality :
3x+7 <10, the value of x gives true statement. For instance : x = 1 is a solution to the

above given inequality.

The solution to two variable inequality :
3x+7y —5 < 17, the value of x and y should be such that the statement remains

true. The solution to above inequality is (2, 2) because 3(2)+7(2) -5 = 15 <17.

The solution to three variable inequality :
3 x+ 2V lZ < 5, the value of x, y and z should be such that the statement remains

true. The solution to above inequality is (2, 2, 1). because 3(2) +2(2)-7(1) = 3 S5

Solution of an inequality is a solution that satisfies the inequality,

Properties of Inequalities

LIfx<y and y<z then x<z

—

T
|
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SRy G
and c is some positive number then

DA TS y
i >ycC
3, If x<y and cis negative then xc2 Y
| < iti > <y +C
4. Ifx<y andc is some positive, then x+C= 3

\

m Linear Equations

an equation cont
dard form :

i1 Y UNK oW NSs :‘l'\\ hlltul' educ t] ) "
lh ~ ~ t 1e dl]]] t 1 11 T OW1 l on WL
e 1]] ear LLluEl 10N 15 1

one unknown can be given in stan
ax = b

{ 2y - rid P
‘ e golution of such equation w
Where x is unknown and a and b are constants. I'he sc I I

be,
b
X = —
a
1 1 ms C . oiven in standard form as
The linear equation with two unknowns can be given 1n sial m ¢
ax + by = c
Where x, y are unknowns and a, b and c are constants.
Solve 2x + 8 = 20 for x.
SO]UtiOn s 2x + o) = 20 (’E\"Uh:'\llt,’l Q ir'ﬂﬁ\: Lth ‘»1‘,'{,1‘5.)

2x +8-8 = 20 -8

Do =Rl
% _ 1
2 2
x =6
Examp121 4 If a number is increased by 9, the result is 25. Find the number.

Solution : Assume that m be that number the e : :
hen we can write linear equation as -

m+9 = 25 5
(subtract 9 from both sides)
m = 16

Hence the number is 16.

EEXE Two Linear Equations with Two Unknow
ns

i uations wit
The two linear eq h two unknowns g in follow'mg standard form :

CHNIC, i
TE AL UBLICA IONS™. An Up thrust f
Hi P St for knowled,
Ti ge
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ajq x+bl y =
a;x+byy =
o solve such

consider following

Step 1 Multip]

coefficients of at le

1 n
—15x—=10 x
errorm addifoon (

M
L Y =
N a3 1
( PUL V = 1 1IN
3 /1
X))+ ZL1) p——
~
IX =
X =

Lhus we get a sol

Gauss E

Gaussian elimi
augmented mafri

backward substitu

b+ec = 2
1!
a+b+c= 3

2a + 3¢

Solution : We wil




\ ; put y = _1in equation (1.9.2), we will get,
3(9+2(1)

"I
E " oW

L

RE F"-—15x—10y

rform addition of equations (1.9.3) and (1.9.4),

= =25
20y=20
y=1.
=h
3x = 3

be X

Scanned with CamScanner
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0.1 1 2
2 0 315
1113

st nd ) z -. 4
Step 1 : Now interchange 1% and 2 equation

I e 203 |
b e = gl 111 < ! .
a+ b+ ¢ =3 g ©
Step 2 : Divide first equation by 2.
3 15 3 15
atsc = < 10 5 2
b+c = 2= 10 1 1 2
a+b+c = 3 115 1 [

Step 3 : Multiply first equation by -1 and add it to third equation.

. 1P
o T 2
+ a+b+c =3
1 =9 : :
b_ic & is the third equation

To summerize

SRt view
b+1c = 2= |01 1 2
PR 7 01 % —9

2 2 s

Step 4 : Multiply 2" equation by -1 and

add it to 3

3 15 equation.
at— —
| e 1 0 2 1S (1.10 |
- -3 71s
b—-éc = _1_§ 0 0 _ ‘l_‘}
2 2 - S
Stop 5: MUlhply 3rd equation by _:2 Q.1 :;
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3 15 E
e =2 T 3 15]
2 E—r 0 -
| D 2 }
o et R B R (R ) |
‘ 3
B l00 1 22
s = - ? |
3 L el
5 rd . . 131 ; A - C
Step 6 : The 3" equation gives ¢ = —, if we substitute this value in 2™ equation then
')‘
b + : =42
'%
b 2 ]‘-'
)
b
Now 1if we put » alue of « - 11 ecquation then
. !
a {
3713
a -
2 3
13
d
2
3 = 1
A ) 7 " 13
[hus we };L'l the solution 101 linear .alu\mu:w- as a l, b — afchic = =
) )

Review Questions

1. Explain linear inequality and equations.

3 ). Explain the solution to linear in equality

' 3. Explain the Guass elimination method with an illustrative example.
: .

m University Questions with Answers
E (Regulation 2008)

e e

Dec.-2010

Q4 What is an algorithm ? Explain various properties of an algorithm.

% [Refer section 1.2]

[3]
jo e e

T
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Q.2 Explain the term quantiji

Q.3 What is relation ? Explain

Q.4 Define the term - Algorithm.

Y Q.5 Explam the term quam‘zf iers.

Lot i

m Short Questlons and Answers

l Q.1 Define the term algorlthm

| Ans. : The algorithm is d
| in some specific sequence
| of input in finite amount of time.

equimlcnce

ifiers. |Refer section 1.5]

[Dec. 2011 |

relation. [Re

(Regulation 2013)

"Winter 2015

[Refer section 1.2]
[Refel sectmn 1.5]

and such an algorithm should produce

| (o) Specify any two desirable properties of algorithm.

Ans. : Algorithmic strategies is a general approach by which many problems can be

Ans. : 1. Non ambiguity 2. Finiteness

Q.3 What is algorithmic strategy?

fer section 1.5]

3]

mﬂi

efined as a collection of unambiguous instructions occurring
output for 01\ en set

solved algorithmically. These problems may belong to different areas of computing

l Algorithmic strategies are also called as algorithmic techniques or alaorlthrmc
paradigm.
Q.4

Ans

Q.5

Ans. :

. : 1. Brute Force

What is pseudo code?

2. Divide and Conquer

Ans. : Pseudo code is a method of specifying
Combmatlon of natural language and Programming construct.
uc

Name five algorithm design techniques.

" 4. Greedy Technique 5. Backtracking,

an

Q.6 What are three ways of representing a set?

s ] . .
3. Dynamic Programming

algorithm. It is basically &

e Method : In this method the elements are listed in th
In the set

2. Describing Properties :

Scanned with CamScanner

In this meth
od the Properties of elements of a Set

///”’_f—’\
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3. Recursi
Q.7 List
Ans. : 1. Us
Q.8 Wha
Ans. : The

cardinality «
Q.9 List

Ans. : Vari

4. Sy
Q.10 Wha
Ans. : A re
transitive.
Q.11 Wha
Ans. : A ve
For exam]
where ai
Q.12 Wha
Ans. : A o

called colu

[10 20 30]

(107

30

is called «

Q.13 Wha
Ans. : The
main diage
Q.14 Whs

s.: In 1
example x+
Q.15 Wha
Ans. : The
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3, Recursion Method : The recursion occurs to define the elements of the set.

Q.7 List out various operations on the set.

Ans. : 1. Union 2. Intersection 3. Difference 4. Complement

Q.8 What is cardinality of set?
Ans. : The cardinality of set is nothing but the number of members in the set. The

cardinality can be one to one, one to many, many to many.

Q.9 List out various properties of relations.
Ans. : Various properties of relations are - 1. Reflexive 2. [rreflexive 3. Transitive
4. Symmetric 5. Asymmetric

Q.10 What is Equivalent relation 7

Ans. : A relation is said to be equivalent relation if it is reflexive, symmetric and

transitive.
Q.11 What is vector ?
Ans. : A vector A is a collection of n tuj

| B |

For example A = (al,a2,a3
where ai are called the component
Q.12 What is row vector and column vector 7

Ans. : A maltrix with one row alled row vector ind matrix with one column 1is

called column vector
[10 20 30] is a row vector.
10

20
30

is called column vector.

Q.13 What is identity matrix ?

Ans. : The identity matrix or unit matrix of size n is a square matrix having one on
main diagonal and zeros elsewhere.

Q.14 What is linear inequality ?

Ans. : In mathematics, linear inequality is a statement containing <, > <=7 For
example x+y>14 is a linear inequality.

Q.15 What is solution to linear in-equality ?

\ Ans. : The solution of an inequality is a solution that saﬁfﬁes_ @9&@ -
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i inear in-equ | .
Q.16 Give example of solution to lin e et

fx and ¥ schould D o
‘ ; - 4™

bex ause

Ans. : 3x+7y-5<=17, the value O

- z saquality 18 (2, 2)
true. The solution to above ”“q‘”]]

Q.17 What is linear equation ?

]n,mnn (

yntaining
Ans. : Linear equation 1s an & Ol

: i e unknown
Q.18 Specify the form of linear equation with on

"o

Ans. : The standard form of linear equati

ax=b

)

Q.19 What is Gauss elimination method
A X

Ans. : Gaussian elimimmaton

b by

solution

bringing augmented matri

by backward substitution met
Q.20 Solve 5x+15=50 for x
Ans. : 5x+15-15

=30

-~

X=/
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